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Abstract. Deep learning has been applied in many areas to solve pattern recognition 

problems. These methods have made many advances and have shown considerable 

potential. In particular, it exhibits promising performance in the computer vision field 

such as object detection and recognition with the CNN (Convolutional Neural Network). 

To achieve higher accuracy, the network has been deeper and complex. Thus, the 

system has to process the network with the help of the GPU for inference within a 

reasonable amount of time. In real-world applications, many devices have some 

limitations such as the inability to use GPUs. In this paper, we build a deep network for 

face and landmark localization and demonstrate how to convert this network that works 

well on PC with GPU to work on a mobile platform without GPU. And, in this 

conversion, we propose an optimization method to enable real-time operation on mobile 

and show the experiment results. 
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1.   Introduction 

Recently, many deep learning models that operate in real-time have emerged. In 

many cases, complex models have been proposed for desktops using GPUs [1,2,3]. Also, 

simplified networks for operation on a mobile device that does not use a GPU are being 

developed [4,5]. However, in reality, making it work well in real-time on a mobile 

platform comes with various difficulties. In this paper, we will investigate how to 

convert a deep learning model running in real-time using GPUs on a desktop to an 

optimized model on mobile. Figure 1 shows an overall procedure that converts a model 

running on a desktop to a model for mobile. In general, a deep learning system is built 

by learning the parameters of the system using a GPU. After that, the generated model 

is converted to match the characteristics of the mobile platform to be deployed. The 

optimization for real-time operation on the mobile can be done at the stage of training a 
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model, converting the model and testing it on the mobile, and repeating this to generate 

a model optimized for the final mobile platform. In this paper, we optimize the deep 

learning model[6,7] that detects faces and five major landmarks on the faces for running 

on a mobile platform and show experimental results by the optimization. 

 

        

Figure 1. The overall process of building a deep learning model in a mobile platform (left), a sample of 

the output of face and landmark localization system (right). 

2.   Proposed Method 

To optimize our model on a mobile platform, three approaches are applied. The first 

is reducing the number of parameters of the model[8,9]. The second is reducing the 

number of calculations during running the model. And the last is reducing the variable 

size of the model.  

Reducing the number of parameters means changing the model itself. We try to 

reduce the size of the model while keeping the overall model architecture. Here we apply 

the width multiplier. This is to reduce the number of output layers in the convolution 

operation. In this case, because the model itself has changed, it needs to be trained again. 

The width multiplier α is a value that determines how much the network will be reduced. 

If it is equal to 1, it becomes the baseline model, and if it is smaller than 1, it becomes 

the scale-down model. Figure 2 illustrates the model reduction method by the above 

method. The second is to reduce the number of calculations during actual inference with 

the model that has already been learned, which is possible by reducing the size of the 

input. With this approach, the model that has already been trained can be used as it is, 

without changing the model, i.e., without retraining. The last method is to optimize the 

model when converting it to a model for the mobile platform. In general, the parameters 

of the trained model are stored as 32-bit variables in PC but can be reduced to 16-bit or 

8-bit to optimize for mobile. Such conversion can be applied differently depending on 

the operation used by the model and the deep learning tool. In applying the above 
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optimization, it is important to note that there is a trade-off between inference time and 

detection accuracy. 

 

 

Figure 2. Scale-down model by width multiplier 

3.   Experiments 

The experiment was conducted in the following environment. For desktop(PC), the 

CPU of Intel Xeon 2.6GHz and the GPU of Nvidia Titan V with 5120 CUDA Core was 

used. For mobile, Samsung Galaxy S10 with Exynos 9820 was used. We also run the 

model on a single CPU core for inference. Tensorflow[10] version 2.3 was used as a tool 

for deep learning. 

 

Figure 3. Blocks of face and landmark localization system. 

The baseline model[6] was analyzed before applying the optimization. Figure 3 

depicts the processing modules of the system used for face and landmark detection. 

Table 1 shows the step-by-step processing time for each block running on the desktop. 

The total inference time shows that using a GPU is about 10 times faster than using a 

GPU. The difference is the greatest in backbone networks that mainly perform 

convolution operations. 
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Table 1. Inference time(ms) in each module of the system running on PC. (Back-born: MobileNetV2, FPN: 

Feature Pyramid Network, NMS: Non-Maximum Suppression) 

 Back-born FPN Header NMS Total 

with GPU 3.50 1.48 1.37  9.64  15.99 

CPU only 105.40  1.72  12.32  43.47  162.90 

 

Optimization was performed by conversion optimization and model optimization. In 

conversion optimization, the model was converted using the dynamic optimization 

method provided by Tensorflow. The size of the model stored by this conversion is 

reduced by 4 times compared to before optimization. Table 2 shows the inference time 

when executed on mobile without optimization and when executed on mobile after 

applying optimization. 

In model optimization, two methods were performed: a method of reducing the 

model by using a width multiplier and a method of reducing the size of an image input 

to the system. All experiments were conducted on CPU, and dynamic optimization 

conversion was applied in all mobile cases. Table 3 shows the experimental results for 

this. In the case of using the scale-down model, it was more effective on the mobile 

platform than on the PC in terms of inference time. Finally, the inference time on mobile 

was reduced from 350ms to 38ms after all optimizations. 

There are trade-offs between detection accuracy and inference time when applying 

optimization for mobile deployment. Table 4 shows the detection accuracy according to 

each optimization method. The smaller the network and the smaller the input size, the 

lower the detection accuracy. Therefore, it is noted that optimizing the model within the 

accuracy allowed in target applications is required. Fig. 4 shows the sample of the 

resulting image in our target application and shows that even the most optimized model 

works well in real-time. 

 

Table 2. Inference time(ms) according to the optimization of model conversion. 

 No Optimization Dynamic Optimization 

MobileNetV2 471.00 350.00 

 

Table 3. Inference time(ms) according to the optimization of the model (width multiplier: 1.0 and 0.35). 

Model / Platform PC Mobile 

Input size 640  320  640  320  

MobileNetV2_1.0 162.90  53.97  350 96 

MobileNetV2_0.35 92.95  31.97  138 38 
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Table 4. Mean AP(%) in face detection on Widerface dataset (IoU = 0.5). 

Model / Dataset Easy Medium Hard 

Input size 640  320  640  320  640  320  

MobileNetV2_1.0 0.91  0.87  0.86  0.83  0.55  0.54  

MobileNetV2_0.35 0.89  0.84  0.83  0.80  0.51  0.50  

 

   

Figure 4. Samples of the face and landmark localization running on PC or mobile (first: PC, second: 

mobile with the non-optimized model, third: mobile with the optimized model). 

4.   Conclusion 

In this paper, we propose a method to optimize a deep learning model as a model for 

a mobile platform. In optimization, we investigate how to reduce the parameter of the 

model or reduce the number of operations. Through experiments, we examine the 

inference time and detection accuracy according to each optimization method. It was 

confirmed that the optimized model works in real-time on mobile. 
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