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Abstract. Recently, research on recognizing a human behavior pattern based 

on accelerometer and gyroscope signals has been done. However, the existing 

studies were mainly conducted to analyze the extracted features for behavior 

pattern recognition as inputs. In this study, we propose a model that recognizes 

and classifies behavior patterns by using raw signals including noise as inputs 

of the convolutional neural network(CNN) model to which optimal 

hyperparameters are applied through the grid search algorithm. The behavior 

patterns were divided into 4-classes. To evaluate the proposed model, 12 data 

were collected, and it was confirmed that the average accuracy was 93%. 
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1.   Introduction  

Recently, various studies have been actively done to analyze and recognize behavior 

patterns using smart devices such as mobile phones and wearable devices. The existing  

studies used methods of analyzing data after collecting data through sensors built into 

mobile phones or smart devices [1,2]. Also, research about the effect of sensor placement 

on behavior pattern recognition has been conducted [3,4]. Extracted feature of an 

accelerometer signal was used as an input to a deep learning model[5]. Anahita et al. 

measured accelerometer and gyroscope data of 25 children using a smartwatch [5]. 

Children wore smartwatches and performed six different activities: running, walking, 
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standing, sitting, lying down, and climbing stairs. The activities were measured at 10 Hz 

of 10-minute intervals. They used extracted feature such as Mean, Median, FFT-entropy, 

and Signal Vector Magnitude etc from the measured data as an input to the deep learning 

model. Six activities were classified using two deep learning techniques, DNN and RNN. 

As a result, the RNN model showed an average F1 score of 80%. 

Unlike previous studies, recent trend uses the end-to-end model. The raw data are 

use as an input to the model. Existing studies have used only the accelerometer sensor 

data or extracted features of the accelerometer sensor and gyroscope sensor data. 

However, using a single type of sensor data can make accurate recognition of action 

difficult and using feature extracted data limits deep learning models from learning 

features that humans cannot detect. If the data-preprocessing is not performed, the model 

can be trained with better features because the model can directly extract and learn 

features from raw data. Thus, in this paper, raw data is used as the input of the 1D-CNN 

model. Although the characteristics of the data for each class are time series, the 

accuracy of recognition was analyzed through a convolutional neural network model 

because the characteristics of the data can be categorized into each classes.  

2. Proposed method 

We collected data with a sampling rate of 100 Hz per second and data at 50 Hz per 

second. To insert an input of the same size, the two different sampling rates are adjusted 

through the resampling process to 50Hz per second through the down-sampling process. 

After that, to obtain an input signal from the raw data, an input cut by 10 seconds is 

obtained through a sliding window of 10 seconds. 

The deep neural network model shows better performance by finding more 

information than the shallow neural model [7]. In this paper, to train the feature of 3-axis 

accelerometer signal and 3-axis gyroscope signal uses 1D-CNN. The proposed model is 

shown in Fig 1. The first hidden layer has 32 filters, batch normalization is used to 

prevent overfitting and ReLu is applied as the activation function. The second hidden 

layer has 64 filters, like the first layer batch normalization is used to prevent overfitting 

and applied ReLu as the activation function. Adaptive average pooling was used to 

reduce the dimension of the features and after two stages of fully connected layers, the 

final output was obtained using softmax. 
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Fig 1.  The proposed CNN model 

3.   Experiments 

A. Experimental setup 

To obtain the data required for analysis, we propose the following system as shown 

in Fig 2. The system was developed as an Android app. For data measurements, it runs 

apps on a smartphone and wearable watch. In a smartphone, select the wearable watch 

that you want to connect by pressing the "connect to watch" button and connect a 

smartphone to the wearable watch through Bluetooth. If the connection is successful, the 

toast message confirms that the connection was successful. In a wearable watch, a sensor 

manger is created when the app runs. The smartphone mainly operates such as starting 

measurements, stopping measurements, and changing labels, and the commands selected 

on the smartphone are delivered to the wearable watch through Bluetooth. By commands 

from smartphones, data measurement, transfer to database servers, and label changes are 

made in wearable watches. Our system uses Firebase as its database server and utilizes 

Cloud firestore and authentication API. 

In this work, we classify the behavior into 4 level.  Level 1 is low level of bahavior, 

which includes lying down, sitting, and standing. Level 2 is light level of bahavior, which 

includes crossing, bending, and finding the stuff out of the box and take it out. Level 3 

is locomotion, which includes walking and jumping in place. Level 4 is a vigorous sport, 

which includes kicking and running. We measured data based on several activities using 

a wearable watch, fosil sport. After wearing the wearable watch on the participant's left 

wrist, he performed four stages of bahavior, collecting acceleration, gyro, heart rate, and 

step count. The collected data include movements to press the start and stop buttons at 
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the beginning and end of the measurement, respectively, so care should be taken when 

using them in the analysis. Each bahavior was measured for five minutes, taking a total 

of 50 minutes. In 12 measurements, 3,558 segments were obtained for use as input. 

 

Fig 2.  Data collection system architecture 

 

B. Experimental result 

Table1 shows the results of 4-bahavior classification. The total average accuracy of 

the 4-bahavior classification is 94.7%. The reason for the classification of Level 4, which 

shows relatively low performance, found through the confusion matrix. As shonw in 

Fig.3, a part of Level4 was classified into Level 2 and Level 3. In other words, kicking 

bahavior (Level 4) was incorrectly classified into bending bahavior (Level 2) and jump 

in place bahavior (Level 3). 

TABLE I.  BAHAVIOR CLASSIFICATION RESULT 

Class Accuracy 

Level 1  Low-level bahavior 100% 

Level 2 Light level bahavior 98% 

Level 3 Locomotion bahavior 93% 

Level 4 Vigorous sports 86% 

Total 94.7% 
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Fig 3.  Confusion matrix of behavior classification 

4.   Conclusion and future works 

In this study, we propose human bahavior recognition through end-to-end CNN 

model. As the proposed model is an end-to-end model, 4 actions were effectively 

classified using only raw accelerometer and raw gyroscope signal without separate 

feature extraction. In this study, we observed that the accuracy was greatly improved to 

92.6% for 4 behavioral classifications. In future research, we plan to improve the 

classification performance of bahavior 4, which shows relatively low classification 

performance, by using heart rate sensor data and step counter data as inputs, and the 

model will be applied to people of various ages, from children to adults. 
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