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Abstract. Recommender systems are widely used in online e-commerce 
applications to improve user engagement and increase revenue.  Many 
recommendation systems employ collaborative filtering technology, which has 
been proven to be one of the most successful techniques in recommender 
systems in recent years.  With the gradual increase of customers and products 
in electronic commerce systems, a key challenge for recommender systems is 
providing high-quality recommendations to users in “coldstart” situations. We 
consider three types of cold-start problems: 1) recommendation on existing 
items for new users; 2) recommendation on new items for existing users; 3) 
recommendation on new items for new users. To solve the problems of 
scalability and sparsity in collaborative filtering, this paper proposed a solution 
to the cold start problem by combining the association rules with the clustering. 
First, the items are clustered based on user ratings and price. Then, the user 
profile is enriched with the association rules on clustered data. The proposed 
approach utilizes item clustering collaborative filtering to produce the 
recommendations. The recommendation, combining “association rules, user 
clustering, and item clustering collaborative filtering” is more scalable and 
accurate than the traditional system. For association rules, we use FP-Growth 
algorithm instead of Apriori to mine frequent items because FP-Growth 
algorithm only needs two scans compared with Aprior’s multiple scans, which 
is more efficient.
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1.   Introduction

Recommendation systems (RS) play an important role in today’s times. It caters to a 

variety of different Domains such as books, movies, tv shows, media, News, E-

commerce, restaurants, hotels, etc. Travel Industry has gained maximum benefit from 

the recommendation system which caters to a wide variety of subcategories in the travel 

industry such as Restaurants, Hotels and other accommodations, places to visit, points 

of interest, and many others like this [7,8]. Hotel recommendation systems have gained 

huge popularity especially post covid times because of the rebounding travel industry.

Hotel recommendation systems recommend the hotel to the user based on the 

preferences of the user. Conventional RS methods are categorized into three groups, 

such as Collaborative filtering approaches recommend based on user-item historical 

interactions such as rating or feedback; content-based approaches extract the mutual 

information between the user and system to suggest the recommendation [15]. Most RS 

rely on the collaborative filtering approach, which is a feedback or review approach. The 

third RS is hybrid RS which integrates multiple ways to state the recommendation [1,10].

Most RSS rely on the rating history of users to the items, which supports learning the 

user preferences, item characteristics, and some additional correlation information 

between users to an item can be predicted using such information [4,9].

As shown in Figure 1, Cold start problem (new user, new item) is one of the major 

issues which hinder the performance of recommenders [5, 19]. In the case of a new user, 

the number of ratings will be very less. This implies that the user profiles (consist of 

ratings given to the items) will be very short. The new user will be given non-

personalized recommendations until an adequate number of ratings are collected for the 

user. For a new item updated in the system, initially there will be no ratings. The 

possibility that this item will be recommended to the user is minimal. These problems 

should be addressed because the initial recommendations given to a new user plays an 

important role in deciding the user satisfaction and retention. Only if good quality 

recommendation is given, the users will come back to the site.
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Figure 1. Types of cold-start problem

In this paper, we proposed a personalized recommendation approach that joins the 

association rules technology, user clustering technology and item clustering technology. 

The items are clustered based on user ratings and price. Then, the user profile is enriched 

with the association rules on clustered data. The proposed approach utilizes item 

clustering collaborative filtering to produce the recommendations. The recommendation 

joining association rules, user clustering and item clustering collaborative filtering is 

more scalable and more accurate than the traditional one.

2.   Related Works

With the development of the internet and electronic commerce systems, there are 

amounts of information arriving that we can hardly deal with. Thus, personalized 

recommendation services exist to provide us with useful data employing some 

information filtering technologies. Information filtering has two main methods. One is 

content-based filtering and the other is collaborative filtering [1, 2]. Collaborative 

filtering (CF) has proved to be one of the most effective for its simplicity in both theory 

and implementation.

Collaborative filtering approach collects user ratings on items to predict user 

preferences. Based on the opinions of other users who share similar interests, the 

approach filters items and makes recommendations. Using the collaborative filtering 

approach, people can help each other to perform filtering [5, 6]. In e-commerce 

recommender systems nowadays, collaborative filtering that make recommendations 

according to the shopping experiences of similar users is the most important and widely 

used approach [3].
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Many researchers have proposed various kinds of CF technologies to make quality 

recommendations. All of them make a recommendation based on the same data structure 

as a user-item matrix having users and items consisting of their rating scores. There are 

two methods in CF, user-based collaborative filtering and item-based collaborative 

filtering [16, 17]. User-based CF assumes that a good way to find a certain user’s 

interesting item is to find other users who have a similar interest. So, at first, it tries to 

find the user’s neighbors based on user similarities and then combines the neighbor users’ 

rating scores, which have previously been expressed, by similarity-weighted averaging. 

And item-based CF fundamentally has the same scheme as user-based CF. It looks into 

a set of items; the target user has already rated and computes how similar they are to the 

target item under recommendation [6, 8, 13]. After that, it also combines his previous 

preferences based on these item similarities. The challenge of these two CFs are cold-

start and sparsity.

There are many examples in the literature of machine learning techniques being 

utilized in recommendation systems. Although, hybrid filtering was proposed, as a 

solution to the limitations of CBF and CF, hybrid filtering still does not adequately 

address issues such as data sparsity, where the number of items in the database is much 

larger than the items a customer typically selects, and grey sheep, which refers to a 

typical user. Further, a system may still be affected when recommending items to new 

users (cold starts). To this end, in [10], researchers proposed a simultaneous co-

clustering and learning framework to deal with new users and items. According to their 

data-mining methodology, a cluster analysis approach is integrated in the hybrid 

recommendation system, which results in better recommendations [11, 12]. Such a 

system was built in order to deal with sparsity and scalability in both CF and CBF 

approaches. Researchers also used clustering techniques to create user segmentations 

prior to classification [16].

To solve the problems of cold-start and sparsity in collaborative filtering, in this 

paper, we proposed a personalized recommendation approach that joins the association 

rules technology, user clustering technology and item clustering technology. Association 

rules are used to create and expand the user profile so that it will contain more 

ratings/domains of interest to solve new user problems. Apriori and FP-growth 

algorithms are mainly used in mining association rules. Apriori algorithm constructs 

candidate sets by repeatedly scanning the original data sets, and then uses the candidate 

sets to mine frequent item-sets. Due to the large number of scanning candidate sets, the 

algorithm is inefficient and cannot mine quantitative rules [19]. FP-Growth algorithm is 

to mine frequent items by building a frequent pattern tree FP-Tree. Each node in the tree 

view corresponds to an item in the set of frequent items. Because FP-Tree data structure 

compresses the original data, FP-Growth algorithm only needs two scans compared with 
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Apriori’s multiple scans, which is more efficient [20]. The clustering technique is used 

to group items and make predictions for items to solve new item problems. Our research 

shows that combining two techniques such as FP-growth for association rules and K-

means for clustering are more efficient and also give better recommendations.

3.  Fp-growth based collaborative filtering

In this section, an outline of the proposed approach for solving the cold-start problem 

in recommender systems is drawn. The approach is to combine two existing approaches 

in a sequential manner. First, the FP-growth algorithm is applied to expand the user 

profile. With the help of this expanded user profile, K-means clustering technique is 

applied for recommendation, focusing on new item recommendation.

3.1 - K-Means clustering algorithm
K-Means is one of the unsupervised learning algorithms and the simplest way to 

solve the problem of clustering. This procedure follows the simple and convenient way 

to define a set of specific data through a certain number of clusters k predetermined. A 

set of vectors will be xj, j = 1, ... n, divided into groups i (G) for i=1, ..., c. The cost 

function is based on the Euclidean distance between vectors vector xk in group j and c 

cluster centers. This procedure follows the simple and convenient way to define a set of 

specific data through a certain number of clusters assumes k cluster that was previously 

set. The main idea is to define the centroid k, one for each cluster. The next step is to 

take every point included in a particular data set to connect it to the nearest centroid. The

centroid k changes their location step by step until there are no more changes were made.

          (1)
3.2 - Association Rule

Association rule is a data mining process to determine all the associative rules that 

meet the minimum requirements minimum support (minsup) and minimum confidence 

(minconf) on a database. Both of these conditions will be used for interesting association 

rules in accordance with the limits defined, namely minsup and minconf. Association 

rule mining is a procedure to look for relationships between items in a dataset. Starting 

with the search for frequent itemset, namely the combination that most often occurs in 

an itemset and must meet minsup. This phase will be conducted searches combinations 
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of items that meet the minimum requirements of the value of the support in the database. 

The calculation of the value of support an item A out of items A and B can be obtained 

by the following formula.

                                        (2)

After all frequent items and large itemsets are obtained; you can find the 
minimum confidence (minconf) condition by using the following formula:

                                              (3)

3.3 - FP Growth
The pattern of association of the functionality associated with the data transactions 

such as e-commerce activities for extracting data. The pattern of association will provide 

an overview of a number of attributes, or certain properties that often appear together in 

a given data set. Paradigm priori developed by Agrawal and Srikant, which is Apriori 

Heuristic: Every pattern with long pattern k that does not often appear (not frequent) in 

a data set, the pattern of length (k + 1) containing sub k pattern will not often appear also 

(not frequent). The basic idea of this a priori paradigm is to find the set of candidates to 

the length (k + 1) of a set of frequent patterns of length k, then match the number of 

occurrences of these patterns with the information contained in the database. Apriori 

algorithm will scan database repeatedly, especially if the amount of data is large enough. 

So, the FP-Growth algorithm which only requires twice scans the database to determine 

frequent itemset. The data structure used to find frequent itemset with FP-Growth 

algorithm is an extension of the use of a prefix Tree, commonly called is FP-Tree.

3.4 - Dataset
We have used the Airbnb Hotel Recommendation dataset from Inside Airbnb 

website.

3.5 - System Design
System design consists of several stages as shown in Figure 2.  First, use the 

clustering process. Second, input the data to the FP-growth algorithm to enrich the new 

user’s profiles. When scanning in FP-growth, if the number of data frequencies 

calculated is less than the frequent item set and the value of the relationship strength is 

measured by the lift ratio (LR)<1 then the item or combination of items will not be 
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included in the next calculation. If it meets, the result of the rule can be determined. After 

that with K-means clustering technique, we can recommend hotels to new users. At last, 

the efficiency and accuracy of the result can be calculated with root mean square error

(MSE) methodology.

Figure 2. Functional architecture of the proposed recommender System

4.   Implementation

Our methodology for the implementation for the proposed work consists of five steps:

4.1 - Data collection and preprocessing
Dataset for the research is the Airbnb dataset collected from the Inside Airbnb site. 

The dataset size is 10MB (hotels: 2000, review: 100000). These dataset files are in .csv 

format. Each hotel has attributes such as id, name, host_id, host_name, 

neighbourhood_group, neighborhood, latitude, longitude, room_type, price,

minimum_nights, number_of_reviews, last_review, reviews_per_month, 

calculated_host_listings_count, availability_365, number_of_reviews_ltm and license 

as shown in Table 1. Each user review has attributes such as listing_id, reviewer_id, 

reviewer_name, date and comment as shown in Table 2.  

4.2 - Application of clustering technique to improve hotel recommendation
In Figure 3 below, hotels in each cluster are represented with the same color. We 

applied the clustering technique as explained above when a new hotel is added to the 
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recommender system. The k- means algorithm is used to assign the new hotel to a cluster. 

Since the hotel attributes, price and no of reviews are numeric, we use Euclidean distance 

to find the similarity between two hotels. Based on this similarity calculation the new 

hotel is assigned to a cluster to which it is most similar. The prediction for the new hotel 

is the average of the user ratings of the hotels in the cluster to which the new hotel is 

assigned.

4.3 - Creation of taxonomy-based user profiles
Now user profiles have to be created based on the information obtained from the 

users. The information is about the hotel in which the user is interested in. Taxonomy 

tree for hotel is created manually. Using this taxonomy driven user profile (P) we can 

construct a transactional dataset and mine the frequent patterns. Here the frequent 

patterns imply the clusters which appear together.

Table 1. Airbnb hotel listing data

Table 2. User review data

4.4 - Application of association rule technique to enrich the user profiles
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From the user reviews dataset, we constructed a transactional dataset and mine the 

frequent patterns using the FP-growth algorithm. First, we added one more column 

cluster_id to this dataset that we mined in the previous step.  After that, we ran the FP-

growth algorithm that mined the frequent clusters where the user has booked the hotels. 

We listed all the frequent itemset in descending order to select only the top 10 itemsets. 

When a new user is added in the system, we enriched user highly liked clusters with 

mined frequent patterns.

4.5 - Project the Top-N recommendations to the user
Recommendations generated by the recommender application are to be displayed to 

the user. The recommendations are displayed through the user interface of the 

application. In the implemented recommender system, the hotels which are not rated by 

him but come under his clusters of interests are given as recommendations. Also, 

randomly selected new hotels are also recommended. Thus, a total of 10 hotels (out of 

which 2 are new hotels) are recommended to the user.

      
Figure 3. Hotel clusters based on price and reviews
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5. Results

The quality of the recommendations can be checked using the software evaluation 

metrics such as precision, accuracy, recall and F1 measure. Here the evaluation of the 

recommendation accuracy is calculated using the accuracy metrics. Since only the Top-

10 recommendations are displayed, the accuracy of the recommendations can be 

calculated as accuracy of the percentage of the number of items that are relevant to user 

u and which made it to top-10 items based on recommender system predictions. 

Relevancy is a term associated with human perception. A hotel which is relevant to one 

user may not be relevant to another user. In the proposed system, it recommended hotels 

with rating>2, to be considered as relevant. The precision is calculated for the 

recommendations generated by combination of association rules and clustering. The 

work is based on the suggestion that the use of a taxonomy driven profile will improve 

the recommendations since the system will be able to cover more topics in which the 

user is interested in. The enriched profile thus generated will be an added advantage in 

clustering the new items and produce quality recommendations for the users. As shown 

in Figure 4, the research shows that the proposed approach will be better than applying 

the association rules and clustering techniques separately. 

Figure 4. Accuracy improvement on using the combination technique over clustering technique

6. Conclusion & Future Works

In this work, the assumption was that out of the hotels given as recommendations 

only those which are having a prediction rating of more than 2 are relevant to the user. 

The accuracy values were obtained for 200 users. It contains the number of users who 
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used the recommender service, the number of users registered in the system and the 

accuracy values for implemented techniques. The result clearly proves that the 

combination technique is better than applying clustering alone. An accuracy of 79% and 

an overall improvement of 28% was obtained on using the combination technique over 

clustering technique.

For this research we used only one site hotel listing and review data. In the future, 

multiple site data and multiple location data can be combined to get better accuracy. 

Further, user click activity data and web cookies can be tracked to mine important 

features. Additional advancements may be used to drastically enhance the versatility of 

recommender frameworks.
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