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Abstract. Heart disease is difficult to detect due to several risk factors, including high 
blood pressure, cholesterol, and an abnormal pulse rate. Accurate and timely 
identification of human heart disease can be very helpful in preventing heart failure in 
its early stages and will improve the patient’s survival. Manual approaches for the 
identification of heart disease are biased and prone to inter examiner variability. 
Therefore, detecting heart disease early by utilizing the affluence of high-resolution 
intensive care records has become a challenging problem. That is why many researchers 
are trying their best to design a predictive model that can save many lives using data 
mining. Even though, some Machine Learning (ML) based models are also available, 
which can reduce the mortality rate, but accuracy is not up to date. According to the 
recommended study, using a Modified Weighted Empirical Score Optimization 
(MWESO) with Logistic Regression (LR) algorithm this research identified and 
predicted human heart disease. Machine learning (ML) algorithms like K-Nearest 
Neighborhoods (KNN), Support Vector Machine (SVM), Logistic Regression (LR) and 
Naïve Bayes (NB) have been applied to the heart disease dataset to predict the disease. 
At first, the LR model was trained. After training, sum of two features decision was 
combined using a weighted sum optimization. The weights have been assigned to each 
attribute’s decision probability hence that each attribute’s effect varies in the 
summation of weighted empirical score that gave the optimized prediction from the 
final decision score. The datasets were acquired from the heart diseases repositories 
from Kaggle. The comparative study has proven that the proposed MWESO algorithm 
with LR is the most suitable model due to its superior prediction capability to other 
Machine Learning with an accuracy of 90.7% on heart ailments dataset. 
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1. Introduction 

A disease in the human body is an unnatural medical condition. It affects negatively 
the human body organism’s functional state. It is generally associated with few signs of 
illness in the patient body. According to the World Health Organization (WHO), in the 
last 15 years, an estimated 17 million people die each year from cardiovascular disease, 
particularly heart attacks and strokes. Heart disease refers to a series of conditions that 
include the heart, vessels, muscles, valves, or internal electrical pathways responsible 
for muscle contraction. According to the Centers for Disease Control and Prevention 
(CDC), heart disease is one of the leading causes of death in India, the UK, the US, 
Canada, and Australia. Manually, detecting heart disease needs doing several tests. By 
analyzing the result of tests, it can be assured whether the patient got heart disease or not 
[1]. It is time consuming and costly to predict heart disease in this conventional way. 
Cardio Vascular Diseases (CVDs) are a leading cause of clinical (i.e., death and 
disability), health, and economic burden globally, accounting for approximately 31% 
(17.9 million) of total deaths each year, one in four deaths in the USA occurs as a result 
of heart disease [2]. Heart disease is common among both men and women in most 
countries around the world. Therefore, people should consider heart disease risk factors. 
Although it plays a genetic role, some lifestyle factors significantly affect heart disease. 
The known risk factors for heart disease; radiation therapy for age, gender, family history, 
smoking, some chemotherapy drugs and cancer, malnutrition, high blood pressure, high 
blood cholesterol levels, diabetes, obesity, physical mobility, stress, and poor hygiene 
[3]. These are the various risk factors in which the patient’s exposure towards developing 
a Cardio Vascular Diseases (CVD). Researchers are attempting to develop an effective 
technique for the timely identification of heart diseases as existing heart disease 
diagnosis methods are ineffective in early detection for various reasons, including 
accuracy and computational time [4]. When advanced technology and healthcare experts 
are unavailable, diagnosing and controlling heart disease is incredibly challenging [5]. 
Many people’s lives can be saved with a good, solid diagnosis and treatment [6]. A 
physician’s evaluation of the patient’s medical history, physical examination report, and 
analysis of concerning symptoms are used to diagnose heart disease. However, the 
findings of this method of diagnosis are sufficient in detecting heart disease patients. 
Furthermore, it is both costly and computationally challenging to examine [7]. Thus, we 
build a non-invasive prediction system to handle these issues using ML classifiers. Heart 
diseases are efficiently diagnosed using an expert decision system relying on ML 
classifiers and artificial fuzzy logic. As a consequence, the death ratio declines [8, 9]. 
Numerous researchers used the Cleveland heart disease dataset. In diagnosing clinical 
data, significant improvement has been observed using ML. Several diseases have been 
predicted using ML like diabetes, heart disease, breast cancer. ML is closely linked to 
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both statistics and decision-making. For training and testing, the predictive models of 
ML require appropriate data. The world data is growing day by day, and hospitals are 
slowly adopting big data systems. Applying data analysis in the medical sector is giving 
excellent benefits. It improves the result and reduces cost. Effective implementation of 
ML-based optimization improves physicians’ work and increases the productivity of the 
healthcare service. They can be used for several purposes, such as forecasting the amount 
of product sold, forecasting covid cases in the upcoming month, the probability of 
rainfall occurring in a particular area, selling airline tickets, etc. [10, 11]. As the medical 
sector has a large dataset, these existing data will help the researchers diagnose the 
disease early by systematically analyzing data [12]. Therefore, ML based optimization 
process saves much time and therefore improves the efficiency of the diagnosis. This is 
one of the reasons we have developed empirical optimization models to classify heart 
disease efficiently.  

The primary purpose of this study is to classify patients with heart disease using 
medical records. The classification model in general can predict the severity stage of the 
patients with heart disease. This research work has used different ML algorithms to 
classify heart disease. First, the data was pre-processed. Then the LR algorithm was 
trained with the dataset. The weighted sum rule was applied to the decision score 
provided by the trained algorithm. The summation of weighted empirical optimization 
model used the new score to classify the disease. So, in this work, three weighted score 
fusion models were generated, which provided an improved performance compared to 
the previous separate ML algorithms. A ML optimization-based predictive system can 
reduce physicians’ pressure, and a weighted score optimization approach will help 
diagnose disease more efficiently. 

The organization of the article is as follows: Section 2 describes related work based 
on prediction of disease using ML, Section 3 describes data description, pre-processing 
and proposed methodology based on weighted empirical optimization classifier, Section 
4 describes results and discussion based on evaluation metrics and conclusion in section5. 

2.Literature Review 

Nowadays, many researchers around the world are focusing on ML algorithms in the 
health field to forecast different diseases. And the use of ML in the medical sector has 
given a notable change in the performance of treatment. This section discusses the 
various diseases such as diabetes, cardiovascular and kidney, which have been diagnosed 
using ML algorithms. 

Comparative analysis of various diseases has been done using machine learning 
algorithms [12, 13, 14, 15, 16, 17]. In [2], a comparative analysis was developed using 
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machine learning algorithms. Both cardiovascular and diabetes disease datasets were 
used for classification. Different machine learning algorithms like XGBoost, random 
forest, and weighted ensemble models were used to predict disease. The essential 
features that contribute most to the dataset were identified. At last, the performance 
parameters had shown to observe the results. Ensemble models showed slightly better 
percentage of accuracy than other models. The researchers also proposed to apply the 
model in a real-world scenario to check the risk of the disease occurring. They used ten-
fold cross-validation, and its accuracy was slightly low. So, to increase the accuracy, we 
have used a fusion of two algorithms rather than a single algorithm. 

Multiple diseases such as cardiovascular, Chronic Kidney Disease (CKD), and diabetes 
were identified in [18, 19, 20, 21]. Support vector, decision tree, and random forest 
algorithms were used for classification with a standardized decision support model in 
[18]. A Chi-square method was employed to select the best features. They implemented 
SVM (linear, polynomial, and radial) procedures using extracted features. The 
performance was evaluated with the help of accuracy, specificity, miss classification rate 
classification parameters, and other parameters. Improved SVM-Radial gave the best 
accuracy of all the algorithms. We got a better accuracy using weighted score fusion. 

Kibria and Matin [22] discussed some fusion models to diagnose CVDs along with its 
severity. The proposed approach has been experimented with different test training ratios 
for binary and multiclass classification problems, and for both of them, the fusion models 
performed well. The highest accuracy for multiclass classification was found as 75%, 
and it was 95% for binary.Enaset.al [23] research is to provide a comparative analysis 
of different machine learning models to reach the most supporting decision for 
diagnosing heart disease with better accuracy as compared to existing models. The 
comparative study has proven that the XGB is the most suitable model due to its superior 
prediction capability to other models with an accuracy of 91.6% and 100% on two 
different heart ailments datasets, respectively. Salhi et al [24] described data analytics to 
detect and predict disease’s patients. Starting with a pre-processing phase where selected 
the most relevant features by the correlation matrix, then applied three data analytics 
techniques (neural networks, SVM and KNN) on data sets of different sizes, in order to 
study the accuracy and stability of each of them. The neural networks are easier to 
configure and obtain accuracy up to 93%. 

Yekkala et al. [25] used Particle Swarm Optimization (PSO) in conjunction with particle 
methods (Random Forest, AdaBoost, and Bagged Tree) to more accurately predict the 
results. The Heart Stalog dataset has 270 samples and 14 attributes, taken from the UCI 
database [5]. The data has already been processed, and PSO is used as a feature selection 
method to delete unnecessary and missing data. Powerful features continued, and the 
AdaBoost, Bagging, and Random Forest. The two factor’s importance to full features. 
Eventually, the performance of each algorithm is measured. As a result, Bagged Tree 
performed 100%, Random Forest 90.37%, and AdaBoost 88.89%. According to test 
results, Yekkal et al. [25] proved that using Bagging Trees on PSO will improve learning 
accuracy in predicting heart disease. Amin et al. [26] show a heart disease prediction 
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model using a genetic algorithm, neural network, Naïve Bayes, Bagging Trees, Decision 
Tree, Core Density, and SVM. Learning is faster, more stable, and accurate compared to 
back-propagation. Collected risk factors data of 50 patients and the hybrid model 
resulted in 96% training accuracy and 89% test accuracy. Amin and his colleagues then 
developed the system using the hybrid fuzzy and k-nearest neighbour approach to predict 
heart diseases; in another system, using the neural network community was used with an 
accuracy of 89.01% in the diagnosis of heart disease. 

Almazroiet.al [27] research contributes to the body of literature by selecting a standard 
well defined, and well-curated dataset as well as a set of standard benchmark algorithms 
to independently verify their performance based on a set of different performance 
evaluation metrics. From our experimental evaluation, it was observed that decision tree 
is the best performing algorithm in comparison to logistic regression, support vector 
machines, and artificial neural networks. Decision trees achieved 14% better accuracy 
than the average performance of the remaining techniques. Khourdifi and Bahaj [28] 
opined that for CVD prediction machine learning algorithms can provide good results in 
comparison to other techniques as they can model complex problems with non-linearity.  

The authors explored the concept of selective features selections which imply that not 
all features are important to predict the outcome. Further, the authors proposed to use 
particle swarm optimization and ant colony optimization techniques in conjunction with 
neural networks, random forest and support vector machines. From the literature survey, 
this research concluded that a variety of techniques are used in the literature for heart 
disease, however, for survival prediction there is a gap to experimentally evaluate the 
ML algorithms on a standard data set. This research fills this gap by considering ML 
based empirical optimization algorithm and evaluate them on a heart disease dataset 
repository from Kaggle. 

3. Research Methodology 

The workflow of the system has been implemented in different stages including Pre-
processing of the dataset, proposed NWEO algorithm, classification and performance 
evaluation as depicted in figure 1. 

Heart disease is diagnosed with the help of Kaggle datasets. Moreover, it is divided into 
training and testing set. 

3.1 Tools Used 

The Pandas tool is an open-source python package providing high-performance data 
manipulation and analysis tool using its powerful data structures. The name Pandas is 
derived from the word Panel Data – an Econometrics from Multidimensional data. It is 
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used to conduct this study, which is written in python or C. Tools for writing and reading 
data between in-memory data structures and various formats such as Microsoft Excel, 
Comma-Separated Values (CSV) format. Matplotlib is a comprehensive library for 
creating animated, interactive, and static visualizations in Python used for ML. In ML, 
it is useful to understand the vast amount of data through different visualization. 

3.2 Dataset Description 

Misleading datasets are used in this research. They are taken from the Kaggle 
repository. The first dataset contains a total of 303 cases, 138 of which are healthy people 
and 165 have heart disease [29]. The datasets have been selected with 76 attributes and 
pre-processed to produce 14 only for reducing the redundant variables. Four attributes 
are used to indicate common symptoms of the patient, and the remaining attributes are 
used to indicate ECG values. The attributes for datasets are shown in detail in Table 1. 

 
Table.1 Attribute information of dataset 

S. No Attribute used Attribute details 

1. Sex 
The patient’s gender specifies in binary form. 

Male=1, Female=0 
2. Age Age of the patient where ranges from 29 to 77 years 
3. Resting Blood Pressure (RBP) Patient RBP ranges from 120 to 154 
4. Fasting blood sugar (FBS) Patient FBS, higher than 120 mg/dl. True=1, False=0 
5. Maximum Heart Rate (MHR) Patient MHR range from 71 to 202 
6. Serum cholesterol (Chol.) Patient chol range from 120 to 154 mg/dl 
7. Exercise induced angina (Exang.) Exang represent in binary 1-yes, 0-no 

8. Chest pain type (CP) 
CP ranges from 1 to 4, where 1 represents typical 
angina, 2 represents atypical angina, 3 represents 

Nonanginal pain and 4 represents No pain 

9. 
Resting electrocardiographic results 

(RECG) 

Patient RECG ranges from 0 to 2 where 0 represents 
normal, 1 represents ST-T wave, 2 represents 

probable or definite left ventricular hypertrophy. 
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10. Old peak (OP) ST depression relative to rest ranges from 0 to 6.2 

11. Thallium scan (Thal.) 
Thal represent patient’s heart scan 3,6,7. 

3 represents Normal, 6 represents fixed defect and 7 
represents reversible defect. 

12. 
Number of coloured by fluoroscopy 

(CA) 
CA ranges as 0.3 related to darkness of the color 

13. 
Slope of peak exercise ST segment 

(Slope) 

Slope for peak range 1 to 3 where 1 represents 
upsloping, 2 represents flat and 3 represents down 

sloping 

14. Target (TRT) 
Diagnosis of heart disease, 0 represents absence of 
heart disease, 1 represents presents of heart disease. 

 

Correlation is used to determine the relationship between two continuous, 
quantitative variables. The determination of relevant features is performed using the 
correlation technique. The correlation matrix is computed to detect the relationship 
between attributes of the dataset. This can improve the ML cancelled weakly correlated 
attributes. The correlation matrix for the two datasets is plotted in Figure 2 to well 
understand the correlation between the attributes. It is depicted in different colors, the 
dark color represents that the attribute are strongly correlated with another and light color 
performs a weakly correlated with another. Correlation values are in range from (−0.4 
to +1.0). Positive correlation increases or decreases the column attributes together. 
Negative correlation performs that one attribute will increase and another one decreases 
or vice versa. 

3.4 Data Pre-Processing 

Pre-processing data means the changes which are made on data before it is fed as an 
input to the algorithm. Data obtained from many sources is described as raw data, not 
suitable for analysis. In order to obtain better results, it is necessary to remove outliers, 
noise, and irregularities from the data, known as data cleaning as described below [30].  

Data Cleaning: The data that needs to be analysed using algorithms of machine 
learning may be noisy, inconsistent and incomplete. It also deals with the missing values 
for attributes of interest as it changes the proper average value for the attribute. Likewise, 
invalid attribute values are cleared and filled manually with its mean value. Data is 
cleaned up by manipulating missing values, smoothing out noisy data and removing 
outliers [31]. The dataset utilized to predict heart disease based on 14 variables is shown 
in Figure 2. 
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Figure.2 recommended dataset based on randomizing the rows 

3.5 Proposed MWEO algorithm 

The proposed algorithm specifies decision probability of (𝐷𝐷𝑃𝑃) for each feature of 
heart dataset to predict the test data. From this decision score, the prediction was made 
for the test data. Different weights have been assigned to each feature 𝐷𝐷𝑃𝑃so that each 
features effect varies in the summation of weights. If one of the features have a higher 
rate for the right decision, we assigned a bigger weight to that and a comparatively 
smaller weight to the other features. So, if one of the features has a weight of .65, then 
the other will have (1-.65) =.35. Here used a loop to check which weights provided the 
best accuracy for the summation of weighted empirical score model and selected them. 
The sum of the weights used in the empirical model should be 1 for scaling. Then 
selected the weights that have the best result for the summation of empirical optimized 
model. The equation for the weighted sum is as follows equation 1 

       𝐷𝐷𝑊𝑊  = ∑ 𝑊𝑊𝑝𝑝
𝑁𝑁
𝑝𝑝=1  * 𝐷𝐷𝑝𝑝                                               (1) 

Where N is the number of the features used for summation of empirical optimized 
model, then have used two features for every combination of empirical optimized model, 
so N=13. 𝐷𝐷𝑊𝑊 is the weighted sum, which is the new decision score of the weighted 
empirical score optimization model. Based on this score, the final decision was given. 
𝑊𝑊𝑝𝑝  represents the weighted probability that has been assigned to feature with the 

decision score, and 𝐷𝐷𝑝𝑝 is the decision probability score for any individual attributes.    

The process of building a weighted empirical score optimization model is illustrated 
below. The thirteen features were used to create an empirical optimized model. A 
weighted score level optimization model was developed by merging those as a single 
weighted empirical feature score, and it worked better than the individual features scores. 
The algorithm for weighted empirical score optimization model is given below: 

Algorithm for MWESO algorithm 
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Input: 𝑊𝑊𝑝𝑝  represents weights with the decision score, 𝐷𝐷𝑝𝑝  represents individual 
attributes for decision score after training, N represents number of separated features 

Output: 𝐷𝐷𝑊𝑊  represents new decision score of the weighted empirical score 
optimization model 

Step 1 𝑊𝑊1 = 1 

Step 2 for p = 0 to 20 do 

Step 3  𝐷𝐷𝑝𝑝 = 0 

Step 4  ∑ 𝑊𝑊𝑝𝑝
𝑁𝑁
𝑝𝑝=1  

Step 5 𝑊𝑊1 = 𝑊𝑊1 -0.05 

Step 6 𝑊𝑊2 = 1 - 𝑊𝑊1 

Step 7 for p = 0 to N do 

Step 8 Select the weights (W1, W2) that gave the highest decision score. 

Step 9 Final weighted empirical score optimization using selected weights. 

After selecting weights, the weighted empirical optimization rule was applied at the 
last step in the algorithm. A weight was assigned to each individual features decision 
score in a weighted sum. To select the weights, we used a loop for using various values 
of weights and the weights that have the highest decision score were selected. The 
individual result was combined, but the outcome of the 13 features in LR algorithm is 
not taken equally. Rather than weights were assigned that decided the effect of any 
features in the weighted empirical score optimization model. Train the above algorithm 
with LR model and this step is implemented at the decision level. 

Logistic Regression is a specific form of Generalized Linear Model (GLM), which 
is frequently abbreviated as a GLM. It is like linear regression, but it predicts true or 
false. Instead of adjusting a line to the data, LR provides a s-shaped logistic function. 
The output probability for any given problem is found from the curve, and it is generally 
used for binary classification. Logistic regression can work with both continuous and 
discrete data. In linear regression, the line is fit by least squares, whereas logistic 
regression uses maximum likelihood. The likelihood is calculated for different curves, 
and the curve with maximum likelihood is selected for classification. Logistic regression 
determines the probability of the binary response. 
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The line for linear regression is selected in such a way that the distance between the 
summation of all points and lines should be minimum. The equation for the plane is 
written as: 

y = 𝑤𝑤𝑇𝑇  x + b                                                 (2) 

The trouble with linear regression is that we need to adjust the best fit line whenever 
new data comes. The exact coefficient is needed to find that will understand which the 
best match line for that model is, and then those particular coefficients or slopes will be 
adjusted to achieve the optimal plane. If x is the data point, then 𝑤𝑤𝑇𝑇  x is the distance 
between a particular data and plane, considering b=0. Distance between data point and 
the particular plane is:  ∑ 𝑊𝑊𝑇𝑇𝑥𝑥𝑝𝑝𝑁𝑁

𝑝𝑝=1  

Classes are classified according to the equation: 𝑦𝑦𝑝𝑝𝑊𝑊𝑇𝑇𝑥𝑥𝑝𝑝 ≥ 0 which are correctly 

classified, 𝑦𝑦𝑝𝑝𝑊𝑊𝑇𝑇𝑥𝑥𝑝𝑝 ≤ 0 which are incorrectly classified. 

To get the best fit line, cost function ∑ 𝑦𝑦𝑝𝑝𝑊𝑊𝑇𝑇𝑥𝑥𝑝𝑝𝑁𝑁
𝑝𝑝=1 should be maximum. Here, 

𝑊𝑊𝑇𝑇is the coefficient which needs to update until maximum summation is found. The 
impact of an outlier has been avoided by adding the sigmoid function in the equation. 
Then the equation becomes: 

Max  ∑ 𝑓𝑓 ( 𝑦𝑦𝑝𝑝 𝑊𝑊𝑇𝑇𝑥𝑥𝑝𝑝𝑁𝑁
𝑝𝑝=1 )  

The sigmoid function is denoted as f in this equation. In LR, we tuned the parameter 
C, the regularization strength. For our proposed MWEO model, we used C = 1. 

4. Result and Discussion 

In this research, proposed MWESO with LR, KNN, LR, SVM and NB classifier 
algorithms are applied to the heart diseases datasets acquired from Kaggle repository 
respectively. The dataset used in this research is splitting into 75% and 25%, which 75% 
of original data is considered as training dataset and 25% as testing dataset. Training 
dataset is used to train a model and testing dataset to check the performance of the trained 
model. A notable improvement was found in the result of using weighted empirical 
optimization models. The key reason behind the proposed model’s improvement is that 
if there is a miss classification in first weight score, there is a probability that another 
weight score may classify that particular data correctly. So, after summation of weighted 
empirical score, there is a chance that we get the correct result for that specific case. This 
concept assists in giving the weighted empirical optimization model a better efficiency. 
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The model’s performance can be interpreted from the value of these parameters. The 
first True Negative (TN) classifier predicted "no heart disease" and identified patients 
who are not affected by sepsis. The second False Positive (FP) classifier predicted 
individuals who are not affected by "heart disease". The third False Negative (FN) 
classifier accurately recognized patients with heart disease while predicting "no heart 
disease". The fourth Ture Positive (TP) is a classifier that predicted "heart disease" and 
identified those who had it. To illustrate the classifiers’ performance, a confusion matrix 
has been used for the proposed MWESO classification model with LR, KNN, RF, SVM 
and NB classifier. It summarizes the results of the predictions of a model. The matrix is 
given in table 2. 

Table. 2 Confusion Matrix for all the classification model. 

Machine Learning Models TP TN FP FN 
Proposed MWESO with LR 36 33 3 4 

KNN 33 28 8 7 
NB 28 34 6 8 
LR 32 28 2 14 

SVM 29 30 8 9 

4.1 Performance Parameter 

Classification model performance is measured with the term of accuracy, precision, 
recall, sensitivity and specificity.  

Accuracy is the measure of the percentage of correctly classified objects. 

Accuracy = 
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹
 * 100 

Precision is also referred to as the false-positive rate. From precision, we get the number 
of correctly classified observations as positive to the total classified positive 
observations. 

Precision = 
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹
 

Recall is often referred to as a truly positive rate. It is the ratio of total positive 
assumptions and the total amount of positive class attributes. 

Recall = 
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹
 

Sensitivity:  It determines how much of a classifier to identify positive labels. 
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𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
 

Specificity: It is assessed what proportion of patients to identify negative labels. 

                                                     Specificity = 
𝑇𝑇𝑇𝑇

𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹
 

Table.3 Performance metrics based on proposed model with various classification models 

 

 
Figure .3 Graphical representation of performance evaluation based on various models 

Table 3 and figure.3 shows the performance of proposed MWESO classification 
model with LR, KNN, LR, SVM and NB classifier. After the process of building a 
weighted empirical score optimization model based on merging a single weighted 
empirical feature score which result as performance parameters increased (LR) for 
proposed MWESO with LR classifier. It has the highest accuracy of 90.7% among the 
other classifier models.  
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Sensitivity Specificity 선형 (Precision)

Model Accuracy Precision Recall Sensitivity Specificity Kappa 
Proposed MWESO 
with LR classifier 

0.907 0.9231 0.9000 0.9000 0.9167 0.9565 

KNN classifier 0.8026 0.8049 0.8250 0.8250 0.7778 0.7104 
NB classifier 0.8158 0.8235 0.7778 0.7778 0.8500 0.7124 
LR classifier 0.7895 0.9412 0.6957 0.6957 0.9333 0.7035 

SVM classifier 0.7763 0.7838 0.7632 0.7632 0.7895 0.7026 
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5. Conclusion 

A significant percentage of the world’s population is struggling with heart disease. 
To identify patients with heart disease, empirical optimization approach is necessary. 
This paper has focused on implementing a weighted score prediction model to identify 
patients with and without heart disease using LR algorithms.The proposed MWESO 
with LR classification classifies only the presence and absence of heart disease compared 
with various ML classifier.This was performed on heart disease datasets from Kaggle 
containing 13 features but different in number of recorded instances. The weighted 
empirical optimization models reduced the risk factors and improved the output in terms 
of accuracy and other factors. The research workhas a good improvement in the merging 
of weighted score which makes the model more reliable. After training LR model, the 
decision from each features effect varies in the summation of weightswas taken and the 
scores were merged to form a new score. This new score is the decision score of our 
optimization model. Based on this score, the output will be predicted. The accuracy 
obtained for proposed MWESO with LR model has achieved the best results with an 
accuracy of 90.7%based on empirical decision score. 
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