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Abstract. The title of a YouTube video is the first thing people see before watching the 
content. The number of views of a YouTube video differs depending on the level of 
interest in the title. In this paper, we use a machine learning regression algorithm to 
analyze the number of views according to the title of Korean YouTube videos. This 
paper learns YouTube title as the feature value and the number of views as the target 
value. This paper designs a learning model using the KernelRidge regression algorithm, 
which achieved the highest performance as a result of analyzing six machine learning 
regression algorithms (LinearRegression, KNN_Regression, SVR, KernelRidge, 
DecisionTree Regressor, gradient boosting regressor). The proposed system predicts 
the number of views through a learned model when a user enters a YouTube title. 
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1.   Introduction  

YouTube is a video platform where millions of video creators are active. [1] 
YouTube has a structure in which the profits of video creators increase as the number of 
views increases. [2] The composition and length of the title determine high views on 
YouTube. [1] To achieve elevated views, video creators should use titles matching their 
videos. However, it is not easy to find a title that reveals the content of the video well 
and derives people's interest. Therefore, this paper designs a view prediction system 
according to YouTube titles. YouTube's title data is string data with a nonlinear. In this 
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paper, to predict the number of views according to the title, encoded using the 
Countvectorizer algorithm, a frequency-based vectorization technique. Countvectorizer 
is a method that extracts features from frequently appearing words in each document and 
vectorizes them. [3] This paper learns the KernelRidge regressor algorithm, a nonlinear 
regression algorithm. KernelRidge is a nonlinear regression machine learning algorithm 
that learns the relationship between multiple independent variables and a dependent 
variable. [4] [5]. The proposed model predicts the number of views when a user enters 
the YouTube title the user wants to use. Users can select a title based on the expected 
number of views. 

2.   Related Research 

Haeyeon Park et al. predicted the number of YouTube video views based on deep 
learning. Hye-yeon Park et al. extracted audio and video information from YouTube 
videos and learned them along with YouTube metadata (number of subscribers, release 
period). Based on the training results videos, we confirmed that training audio data, 
video data, and metadata together is more effective than using only a single piece of 
information. [2] 

William Hoiles et al. analyzed the interactions between YouTube channels and users 
via YouTube metadata (titles, tags, thumbnails, descriptions). William Hoiles et al. used 
machine learning regression algorithms through collected YouTube metadata to analyze 
the impact of metadata on the number of views. William Hoiles et al. confirmed that the 
Extreme Learning Machine derived the lowest RMSE value for YouTube metadata, and 
the RandomForest model derived the highest R2-score [1]. 

Previous related research analyzed the relationship between YouTube and users 
using various metadata. Additionally, it increases the complexity of the model when 
various metadata are used. As the complexity of the model increases, more data is 
required, and the cost of computer computation increases. Therefore, this paper designs 
a view prediction system using machine learning regression algorithms that achieve high 
performance even with a simple nonlinear model by using the titles most exposed to 
users among the YouTube metadata. 

3.   YouTube View Prediction System 

This paper proposes designing a view count prediction system based on YouTube 
titles using the KernelRidge Regressor algorithm among machine learning regression 
algorithms. Figure 1 is a diagram of the proposed system. 
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Figure 1.  Diagram of the view prediction system according to YouTube title 

This paper learns using 1000 YouTube titles and view count data. The proposed 
system embeds YouTube title data collected using a countervectorizer algorithm. The 
CountVectorizer algorithm is a frequency-based embedding technique that is intuitive 
and simple.[3] The KernelRidge Regersor algorithm is used among machine learning 
regression algorithms to learn embedded data. The KernelRidge Regressor algorithm is 
a parametric methodology that uses kernel functions to learn to predict parameters.[5][6] 
The KernelRidge Regressor algorithm is a model that achieves high performance in 
overfitting and underfitting by regulating the squared weights by imposing a penalty.[6]  
When the user enters the title data they want to use, the learned model predicts the 
number of views according to the title entered. 

4.   Experiments 

This paper compares the accuracy after learning through six regression algorithms 
(LinearRegression, KNN_Regression, SVR, KernelRidge, DecisionTree Regressor, and 
Gradient Boosting Regressor) to identify the optimal regression machine learning 
algorithm. This paper compares regression algorithm performance using MSE (Mean 
Square Error), RMSE (Root Mean Square Error), and R2-Score evaluation indices. As 
shown in Equation 1, MSE (Mean Square Error) is the squared average error (difference 
between the predicted value and the actual value).[7] Equation 2 is an RMSE (Root 
Mean Square Error) formula that takes the root of the MSE value.[7] R2-Score has a 
value between 0 and 1; the closer it is to 1, the closer it is to show how well the 
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independent variable represents the dependent variable. The formula for R2-Score is as 
equation 3.[7] 

𝑀𝑀𝑀𝑀𝑀𝑀 =  
1
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Equation 1. MSE(Mean Square Error) equation 
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Equation 2. RMSE(Root Mean Square Error) equation 

𝑅𝑅2𝑀𝑀𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  
𝑀𝑀𝑀𝑀𝑀𝑀
𝑀𝑀𝑀𝑀𝑆𝑆 

Equation 3. R2-Score Expression (SSE: sum of squares of the difference between 
predicted and actual values of the regression model, SSE: sum of squares) 

Figures 2, 3, and 4 show the MSE, RMSE, and R2-Score results for six regression 
machine learning algorithms. As a result of the analysis, the MSE of the KernelRidge 
model was 0.04 out of the entire MSE range, and the RMSE was 0.08 out of the RMSE 
as a whole range. Additionally, R2-Score yielded the highest performance at 0.91. 

 
Figure 2.  Graph of MSE values for machine learning regression algorithms (LinearRegression, 
KNN_Regression, SVR, KernelRidge, DecisionTree Regressor, Gradient Boosting Regressor) 
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Figure 3.  Graph of RMSE values for machine learning regression algorithms (LinearRegression, 

KNN_Regression, SVR, KernelRidge, DecisionTree Regressor, Gradient Boosting Regressor) 

 
Figure 4.  Graph of R2 Score values for machine learning regression algorithms (LinearRegression, 

KNN_Regression, SVR, KernelRidge, DecisionTree Regressor, Gradient Boosting Regressor) 

5.   Conclusion 

This paper confirmed the algorithm that yields the highest r2Score by analyzing six 
machine learning regression algorithms. As a result, the KernelRidge algorithm achieved 
the highest performance with an r2 Score of 0.91. This paper has a simple feature value 
of one and a small amount of training data of 1000. Therefore, the KernelRidge 
algorithm and all other algorithms except SVR and KNN Regressor among the models 
used in the analysis show high r2score performance. In future research, we plan to 
increase performance by configuring feature values in various and collecting more 
learning data. This paper designs a view count learning model according to the YouTube 
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title through KernelRidge and predicts the view count according to the YouTube title the 
user wants to use through the learned model. The currently proposed system indicates 
the number of views according to the title. In future research, we plan to design a learning 
model that includes various metadata by adding the title, the thumbnail image, and the 
thumbnail content data that affects YouTube views. In addition, future research plans to 
design a system that predicts the number of views and recommends titles and thumbnails. 
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